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I. ”Wage1” Dataset

I Source: Wooldridge (2003, p. 226)

I Dependent variable is log(wage)(lwage).

I The explanatory variables:

1. educ(years of education)
2. exper (the number of years of potential experience)
3. tenure (the number of years with their current employer)
4. female(’Female’/’Male’)
5. married(’Married’/’Notmarried’).

I n = 526 observations.



II. Motivation

I Hayfield and Racine(2008) analyze ”wage1” dataset by using various
nonparametric and semi-parametric methods in the ”np” package.

I However, they use R2 to compare the goodness-of-fit among the
models, which doesn’t make sense for choosing an appropriate
model.

I I aim to choosing the model with best predictive ability.

1. 5-fold cross validation, each time I get 1 MADE of the whole
sample.

2. Repeat 100 times.
3. Boxplot MADE and choose the best model.

Issue: This method is compute-intensive.(1 hour each time)
Solution: I use HPC and parallel computation.

I Finding: Nonparametric kernel regression(Racine and Li, 2004; Li
and Racine, 2004) has the best predictive ability for ”wage1”
dataset.



III. Models

1. OLS Model:

lnwagei = µ+ β1female i + β2married i + β3educ i

+ β4exper i + β5exper
2
i + β6tenure i + β7tenure

2
i + εi

2. Kernel Regression (Racine and Li, 2004; Li and Racine, 2004):

lnwagei = g(femalei ,married i , educ i , exper i , tenure i ) + εi

3. Partially Linear Model (Li and Racine, 2003):

lnwagei = β1female i + β2married i + β3educ i + β4tenure i + g(experi ) + εi

4. Semiparametric Single-index Model (Ichimura, 1993):

lnwagei = g(female i + β1married i + β2educ i + β3exper i + β4tenure i ) + εi

5. Varing Coefficients Model (Li and Racine, 2010):

lnwagei = µ(femalei ) + β1(femalei ) ·married i + β2(femalei ) · educ i
+ β3(femalei ) · exper i + β4(femalei ) · tenure i + εi



OLS Model

Table 1: Summary of OLS Model



OLS Model

Figure1: Plots of Residuals



Kernel Regression

Kernel Regression Estimator: Local-Linear
Bandwidth Selection Method: CV.AIC
Continuous Kernel Type: Second-Order Gaussian
Unordered Categorical Kernel Type: Aitchison and Aitken

Figure2：Plots of Kernel Regression Model



Partially Linear Model

Note: More computationally burdensome than fully nonparametric
models.
lnwagei = β1female i + β2married i + β3educ i + β4tenure i + g(experi ) + εi

Table2: Summary of Partially Linear Model



Semiparametric Single-index Model

lnwagei = g(female i +β1married i +β2educ i +β3exper i +β4tenure i ) + εi

Figure3: Plot of Single-index Model



Varing Coefficients Model

Figure4: Coefficents of the Explanatory Variables



IV. Results

Figure5: Results of Prediction

I Nonparametric kernel regression has the best predictive ability.

I Future study: Try more combinations of variables and apply this
method to analyze other datasets.


